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Abstract
The present study set out to investigate the crucial phonological
and fluency aspects that influence listeners’ judgement of Chi-
nese L2 comprehensibility. 180 speech samples elicited from
20 Urdu-speaking learners of Chinese were subjectively rated
by native speakers of Chinese for comprehensibility scores, and
then objectively analyzed in terms of phonological (segment er-
ror ratio, high & low FL error ratio, FL of segment substitutions,
tone error ratio, and average maximum posterior possibility)
and fluency features (articulation rate, pause ratio, FL of pause
errors, and sentence length). The results showed that compre-
hensibility was significantly related to most of the features, and
tone error ratio has the strongest correlation with comprehen-
sibility judgements (r = −.588). Furthermore, multiple lin-
ear regression analyses revealed that these features have a com-
bined contribution to the comprehensibility (r2 = .6286). This
study offers: (1) an empirical evidence for comprehensibility-
related features of Chinese L2 speech, (2) the adaptation of
Brown’s FL principle on Chinese, (3) a strong proof that lexi-
cal tone errors greatly impair understanding when the segmental
information is not sufficient.
Index Terms: second language comprehensibility, functional
load

1. Introduction
Comprehensibility is an important measure for second language
(L2) learners. It is defined as how easily and smoothly listen-
ers understand L2 speech [1]. Since comprehensibility is based
on listeners’ perception and likely to simulate real-world inter-
actions, it is an appropriate goal for successful communication
and has been consistently emphasized in prior research [2, 3].
From a methodological point of view, L2 comprehensibility is
most often measured based on listeners’ intuitive judgements on
a 9-point scale (1 = difficult to understand, 9 = easy to under-
stand) [1, 4, 5].

To date, much work has shown that comprehensibility
judgement of L2 English is mostly linked to phonological and
fluency aspects. For example, segmental errors [1], word stress
[6], speech rate [7, 8], and pause errors [9, 10] were proved
to be associated with comprehensibility judgements. Segmen-
tal errors can be further divided as high functional load (an
information-theoretic measure that computes contribution of
phonological contrast to successful word identification, here-
after referred to as FL) errors and low FL errors, and high FL
segmental errors were proven to impair comprehensibility more
than low FL errors [11, 12]. Apart from phonological and flu-
ency features, comprehensibility is also linked with lexical and

grammatical features in extemporaneous tasks such as picture
description [1, 13], IELTS or TOEFL speaking task [14] and ar-
gumentative speech [15]. Lexical and grammatical features are
proven to be contingent on task complexity, and the contribution
grows as complexity increases while phonological and fluency
features of L2 speech have a consistent contribution to all tasks
[14].

Apart from focusing on individual linguistic features, a
range of studies has sought to determine the combined contribu-
tion of the measures mentioned above to L2 comprehensibility.
Isaacs and Trofimovich have shown that type frequency, token
frequency and word stress error contribute most to comprehen-
sibility out of 19 linguistic measures [13]. Recently, automatic
speech recognition technology deep neural network was also
used to model English L2 comprehensibility [16], and averaged
maximum posterior probabilities and averaged posterior gaps
to natives were calculated, which demonstrated significant con-
tribution to the model, and the model explained 67.7% of the
variance in the listeners’ comprehensibility.

As for Chinese Mandarin (Throughout the paper, the term
Chinese will be used to specifically refer to Mandarin Chinese),
some pilot studies investigated the relationship between lin-
guistic features and comprehensibility. Segment features were
proven to contribute more to comprehensibility compared to in-
tonation and rhythm [17, 18], while lexical tone was shown to
have no significant inhibitory effect on comprehension in quiet
environments [19, 20]. One of the shortcomings of these stud-
ies is that the research materials were mostly synthesized speech
and the content was repetitive, which might affect comprehensi-
bility judgement. Furthermore, other comprehensibility-related
features of Chinese have not been evaluated so far. For this
reason, more research is needed to unpack what features are re-
lated to L2 Chinese comprehensibility and how these features
account for overall comprehensibility.

Clearly, when investigating linguistic features that under-
lie Chinese L2 comprehensibility, the characteristics of Chinese
cannot be ignored. There are two striking characteristics of Chi-
nese that are different from English. First, Chinese is a tonal
language, in which different tones are used to distinguish lexi-
cal meanings. Research suggests tone errors are very frequent
among L2 Chinese speakers [21]. Second, written Chinese is
character-based with each character representing a morpheme-
syllable, and there are no visible word boundary demarcations
in Chinese text [22]. Therefore, the process of word segmen-
tation is needed before word identification, and this is also a
difficulty for second language learners in the read speech [23].

To understand the construct of Chinese L2 comprehensibil-
ity, the current study is going to examine the related features



based on knowledge of the comprehensibility-related aspects of
English and Chinese-specific aspects. The present study aimed
at: First, designing an experiment to find out which features
contribute to Chinese L2 comprehensibility; Second, discover-
ing to what degree these features simulate native listeners’ com-
prehensibility judgement; Pearson’s correlates coefficient and
Multiple linear regression were used to determine the relative
weights of the features.

2. Method
2.1. Materials

The speech materials used in present study were selected from
BLCU-SAIT corpus [24], which is an interlanguage speech cor-
pus of L2 learners of Chinese, contains simple sentence record-
ings from each speaker. 180 sentences from 20 Urdu-speaking
learners (12 male and 8 female) from Pakistan were selected in
the present study, whose mispronunciation are relatively diverse
compared with other learners (for example, Thai- and Korean-
speaking learners). All the speakers were students from Beijing
Language and Culture University, and 9 sentences were selected
from each speaker. The selected speech recordings contain dif-
ferent categories of pronunciation errors, such as segment, tone,
and pause errors. The average sentence length is 13.2 syllable
(SD = 4.41). 90 sentences were used to analyze related fea-
tures for comprehensibility and were used for linear regression
model, and the other 90 were used to validate the predictive
power of the model.

2.2. Raters and comprehensibility judgements

We recruited six graduate students to participate in the compre-
hensibility rating experiment. All the raters are native speakers
of Chinese, were all born in China and raised by monolingual
parents, and none of them reported hearing disorder. All of them
have no experience of teaching Chinese to speakers of other
languages. They were all aged between 22 and 26 (M=23.5, 3
females and 3 males).

The comprehensibility rating tasks were conducted individ-
ually in a quiet room using the Praat’s ExperimentMFC [25],
and all the rating results can be automatically recorded in the
software. Each rater listened to the audio through a set of head-
phones on the researcher’s laptop. Before the data collection,
the investigator trained all the raters. First, the raters familiar-
ized themselves with the listening materials (9 sentences with
standard comprehensibility ratings). Then, each rater practiced
the rating procedure through three trails of experiments. In the
formal experiment, they were asked to pay attention on the ef-
fort it takes to understand the sentences. If they can understand
the sentence very easily, then this sentence is highly compre-
hensible, and vice versa.

In the formal rating experiment, 180 sentences were divided
into two groups following the principle of non-repetition of the
sentence content. Each group was rated by three raters. 102
sentences were played for each rater in a randomized order. 90
of them are from our research materials, and the other 12 sen-
tences from other L2 speakers outside the scope of current study
were included in both groups and used as computing inter-rater
agreement. Each sentence can be played only one time. Af-
ter hearing a sample, they made an intuitive judgement using a
9-point scale (1 = hard to understand, 9 = easy to understand).
The whole session took around 30 minutes.

2.3. Comprehensibility measures

The phonological features extracted for comprehensibility-
based analysis are segment error ratio, the number of high &
low FL error ratio, FL of segment substitutions, tone error ra-
tio, and averaged maximum posterior possibility. Fluency fea-
tures extracted are articulation rate, pause ratio, and sentence
length, and FL of pause errors is also computed. As for lexical
and grammatical features, since the materials used here are read
speech of simple sentences with no grammatical error, we don’t
include any lexical and grammatical features in this study. The
measures used to calculate all the features are listed below:

• Segment error ratio: All the initial and final errors and their
substitutions were annotated by a professional linguistic
student, then the number of substitutions were divided by
the sum of total initials and finals.

• High or low FL segmental error ratio: We applied Brown’s
FL principle [26] to Chinese, and the cumulative frequency,
probability of occurrence, occurrence and stigmatization
in native accents, acoustic similarity, structural distribu-
tion of phonemes, lexical sets, number of minimal pairs,
number of minimal pairs belonging to the same parts of
speech, frequency of members of minimal pairs, number of
common contexts in which members of minimal pairs oc-
cur and phonetic similarity were adopted from the origi-
nal model and calculated from a pinyin-transcribed corpus
from Chinese TV show contains 300,000 sentences. All the
measures were weighted equally by calculating the stan-
dardized score (T-score). After the calculation, we ranked
the FL scores on the 10-point scale. Since there are almost
two thousand initial and final pairs, the phonemic pairs of
initials and finals shown in Table 1 are the ones which are
conflated by the L2 speakers in the current study. Using
this FL rank-ordering, we further divided the contrasts into
high and low FL contrasts: 1 to 5 as low FL, and 6-10 as
high FL. High or low FL segmental error ratio was defined
as the number of high or low FL phonemic substitutions
divided by the sum of total number of initials and finals.

• FL of segment substitutions: This was defined as the sum of
the FL rank scores (in Table 1) of all the segmental substi-
tutions divided by the total number of syllables articulated.

• Tone error ratio: This was defined as the number of tone
substitutions divided by the total number of syllables artic-
ulated. Tone substitutions were annotated by professional
linguistic students.

• Articulation rate: Articulation rate is equal to the number
of syllables per second, which was calculated by dividing
the number of syllables by the duration without pauses.

• Pause ratio: Pause ratio was calculated by dividing the
number of unfilled pauses (longer than 400 ms) by sample
duration without the silence before and after the sentence.

• FL of pause errors: Chen et al. [27] proposed a FL method
to measure the contribution of Chinese prosodic boundary.
A wrong-boundary or pausing error that causes ambiguity
would be calculated as high FL in this model. Therefore,
this model can be used to quantify the severeness of wrong
pauses. FL of pause errors was defined as the increase
of mutual information (MI) between text transcription and
pinyin caused by wrong prosodic boundaries adding. When
a wrong boundary is added between a word, the word hy-
pothesis graph (WHG) will decrease and the MI between
text transcription and pinyin will increase. MI is defined



Table 1: Rank ordering of Chinese initial and final pairs con-
flated by L2 learners in the current study.

FL rank Initials Finals
10 sh-zh, q-j, q-x i-u, i-ing, u-ai, u-e,

ian-ing, u-a, i-in, i-ie,
u-uei, i-ai, eng-ang, i-a,
u-ou, i-e, ian-in, ao-e,
i-uei

9 h-g, t-d, ch-zh,
ch-sh

i-ia, ao-ou, an-ai,
ang-ong, ao-uo, ian-an,
an-a, an-en, ian-iang,
uan-an, uei-uo, u-uen

8 z-d, q-b e-en, ang-a, uo-ong,
ing-iang, a-e, eng-e,
u-iou, ai-iao, ao-iao,
ü-iou, ang-ing, ü-u

7 k-g, h-k ua-e, ou-uo, ai-ei,
uan-uen, ie-e, eng-ing,
uan-ian, ian-uen, iou-üe,
ong-uang, iao-uo

6 p-b, c-s, s-z, l-r uang-ang, ei-ie, ü-ou,
uen-uo, iang-eng, u-o,
en-in, a-o, iong-iang

5 c-sh, c-z, z-zh o-ao, uo-ua, uai-iao,
an-ang, ou-o, u-uo

4 g-q, c-ch in-ing
3 zh-j en-eng
2 x-sh -
1 ch-q, s-x ang-iang

in Equation 2, where MI(W,F) and MI(W,Fα) is the
MI before and after all phonemes of α are merged, and
W

′
1 ,W

′
2 , . . . ,W

′
m are all text sequences sharing the same

transcription F . P (W
′
i ) is the probability of the text se-

quence. FL of a wrong prosodic boundary is defined in
(2), where α represents prosodic boundary. The FL is com-
puted based on tri-gram language model trained with the
same Chinese TV corpus used in the measure of FL of ini-
tials and finals.

MI(W,F ) = lim
n→∞

− 1

n
log

m∑
i=1

P(W
′
i), (1)

FLMI(α) =
MI(W,Fα)−MI(W,F )

MI(W,F )
(2)

• Average maximum posterior probability: We trained a
TDNN-GMM [28] based system with the AISHELL-1
dataset. Open source Kaldi toolkit [29] and the correspond-
ing scripts1 are used and we achieved word error rate of
8.9% on the test set. Once the model is trained, the max-
imum posterior probability score of given utterances on
initial-final level at each time was selected, and then aver-
aged over time, i.e., average maximum posterior probabili-
ties. The maximum posterior probability score is a phono-
logical measure that indicates a speaker’s intended pronun-
ciation. The higher the average is, the more distinct the
pronunciation of the utterance is.

• Sentence length: This was defined as the total number of
syllables articulated in a sentence.

1https://github.com/kaldi-asr/kaldi/blob/master/egs/aishell/s5/run.sh

3. Results
3.1. Correlations between comprehensibility and features

To achieve the first goal of this study, which is to find the fea-
tures contribute to Chinese L2 comprehensibility, we examined
the correlation between ten phonological and fluency features
and listener-based comprehensibility judgements, and all the
features were log-transformed.

Table 2: Pearson correlation coefficients between L2 speech
features and listener-based judgement of L2 comprehensibility
(∗ ∗ ∗ ≤ 0.001, ∗∗ ≤ 0.01, ∗ ≤ 0.05).

Features Corr. Sig.
Tone error ratio -.588 ***
Pause ratio -.532 ***
Segment error ratio -.509 ***
Articulation rate .468 ***
High FL segmental error ratio -.444 ***
FL of segment substitutions -.444 ***
Average maximum posterior possibility .428 ***
FL of Pauses -.291 ***
Low FL segmental error ratio -.201 **
Sentence length .031

In terms of inter-rater reliability, Pearson’s r was computed
among three raters’ scores from the same group. The strength
of correlations is relatively high, which varied from r = .658 to
r = .828, and the inter-group reliability is r = .805. Then Pear-
son correlations were computed to examine the strength of the
relationship between mean comprehensibility and ten features
(see in Table 1). The result shows that most of the features
have significant correlations with comprehensibility. Tone er-
ror ratio (r=-.588), pause ratio (r=-.532) and segment error ratio
(r=-.509) have the strongest correlation with comprehensibility,
while sentence length doesn’t show significant correlations.

3.2. Comprehensibility modeling

To answer the second question of this study, stepwise multi-
ple linear regression model was used to examine the extent to
which L1 raters’ comprehensibility judgements can be tied to
all the features. The final model summary of stepwise multiple
regression of all the variables can be seen in Table 1.

The model tested here is: Average comprehensibility scores
given by three raters = Intercept + tone error ratio + pause ratio
+ segment error ratio + articulation rate + high FL segmental
error ratio + FL of segment substitutions + average maximum
posterior probability + FL of pauses + low FL segmental error
ratio + sentence length.

The model significantly explained 62.86% of the variance
in the raters’ comprehensibility judgement, F (5, 84) = 31.13,
p < .001. The best predictive feature selected in the first step
is tone error ratio (B = -2.7066) followed by pause ratio (B =
-1.7212), segment error ratio (B = -1.1046), sentence length (B
= 1.8247), FL of pauses (B = -0.1918) and average maximum
posterior probability (B = 5.69467). High & low FL segmental
error ratio, FL of segment substitutions, articulation rate, and
average maximum posterior probability were excluded from the
model in the stepwise regression analysis.

We further calculated the predicted comprehensibility
scores based on the result of the regression model in Table 3
(raw predictor values were multiplied by unstandardized B), and
then compared the predicted scores with raters’ scores (see in



Table 3: Results of stepwise multiple regression analysis for predicting comprehensibility scores (r2 = 0.6286, p < .001).

Predicted variables Predictor variables Unstandardized B T p
Comprehensibility scores Constant -2.1270 -2.126 < 0.05*

Tone error ratio -2.7066 -7.368 < 0.001***
Pause ratio -1.7212 -3.799 < 0.001***

Segment error ratio -1.1046 -4.258 < 0.001***
Sentence length 1.8247 2.233 < 0.05*

Log-FL of pauses -0.1918 -1.757 0.083
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Figure 1: The relationship between listener-based comprehensi-
bility scores and predicted comprehensibility scores (left: orig-
inal dataset, r=0.806; right: new dataset, r=0.738).

left side of Figure 1). A significant correlation was found be-
tween predicted scores and human comprehensibility scores (r =
0.806, p < .001), which was comparable with the correlations
between human raters.

3.3. Model Validation

The regression model demonstrated that these phonemic and
fluency features can successfully simulate listener-based com-
prehensibility judgements. To further validate the predictability
of these features for comprehensibility, we applied the regres-
sion formula to a new L2 speech data from the other ten Pak-
istani students as mentioned in 2.1. The correlation between
predicted scores and listener-based scores was relatively strong
(r = .738, visually summarized in right side of Figure 1.), which
is also close to inter-rater agreements. The results indicate that
these features successfully simulated human listeners’ judge-
ments.

4. Discussion
In this study, the comprehensibility of Chinese Mandarin L2
speech was evaluated by human raters, and then several features
of the speech were extracted and calculated to study how they
are related to the comprehensibility scores.

Tone accuracy has relatively strong correlation with com-
prehensibility, indicating that lexical tone has a strong impact
on Chinese L2 comprehensibility rating. Previous research has
shown that missing of tone information does not impede un-
derstanding with complete context in quiet [19, 20], but tone
features came out as the strongest correlation in current study.
The current result does not conflict with prior conclusions, be-
cause our result shows that tone has a strong inhibitory effect on
comprehensibility when context information is not complete.

High FL segmental errors showed stronger correlation with
comprehensibility than low FL errors, which is consistent with
previous research [12]. When utilizing the FL rank as a contin-
uous variable, it also showed significant correlation with com-

prehensibility judgements, indicating that this is an effective
quantitative method for relative importance of different levels
of phonological components. Furthermore, the current study
took a first step to seek the impact of wrong prosodic bound-
aries on comprehensibility of Chinese speech. Wrong prosodic
boundary may cause wrong sentence parsing, and the likeliness
of the ambiguity caused by wrong pauses is what we call FL
in current study, which showed a mild correlation with compre-
hensibility, and have a contribution to the linear model. Future
studies should further pursue to what extent the prosodic bound-
aries affect comprehension.

Articulation rate and pause ratio have relatively strong
correlation with comprehensibility in line with prior research
[13, 15, 16]. Average maximum posterior probability didn’t
show as strong correlation with L2 comprehensibility as that
of English [16]. A possible reason is that the average max-
imum posterior probabilities of sentences from same speaker
are similar, so it can only distinguish the overall distinctiveness
of pronunciation between different people. Since the dataset in
current study contains only 20 speakers, the accurate compre-
hensibility scores are difficult to be obtained by this means.

5. Conclusion
In this paper, Chinese L2 comprehensibility-related factors
were evaluated in the context of simple-sentence read speech
of Pakistani students. There has been a lot of research on En-
glish L2 comprehensibility and its related features. Due to the
scarcity of resources, there are few systematic studies on Chi-
nese L2 comprehensibility.

Our results highlight that when interacting with other fac-
tors, tone contributes strongly to comprehensibility, and its cor-
relation with comprehensibility is stronger than segmental fea-
tures and fluency features. We took a first step to examine
comprehensibility-related factors based on diverse speech ma-
terials, and the combined contribution of the different mea-
sures to Chinese L2 comprehensibility was determined. Our
result showed that these phonemic and fluency features ex-
plained 62.86% of comprehensibility score. The regression
model is able to provide predicted comprehensibility scores
since the correlation between the predicted scores and listener-
based scores (r = .738-.803) are comparable to inter-listener
agreement (r = .658-.828), which provided insights for auto-
matic assessment of Chinese L2 comprehensibility.
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